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Abstract. Creating Internet of Things systems is a complex challenge as it involves both software and hardware, and because it touches on constrained devices and networks, storage, analytics, automation, and many other topics. This is further complicated by the large number of available technologies and the variety of different protocols and standards. To help with the ensuing confusion, we presented Internet of Things Patterns in several categories, such as device communication and management, energy supply types, and operation modes. These patterns describe abstract solutions to common problems and can be used to understand and design Internet of Things systems. In this paper, we show that these patterns can be applied to Smart Factory systems, which is one of the many domains where the Internet of Things is applicable.
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1 Introduction

Building Internet of Things (IoT) systems is a complex endeavor. It requires successfully combining both software and hardware across various domains. Sensing and actuation capabilities have to be brought into all kinds of environments using constrained devices and networks. Moreover, collected data has to be communicated and turned into usable information, sometimes fast and sometimes in huge quantities. Data and information has to be stored, has to be made accessible to others, and is used as basis for automation. Remote sensing and control offers great possibilities, but also high risks when it comes to security, privacy, and safety. This situation gets more complicated by the current state of the IoT field. As it is still relatively new and growing, a wide variety of technologies and solutions pushed by vendors from different areas are fighting for attention \cite{2,15,18}. There is also an abundance of standard, as these solutions often have been created in silos \cite{23}. This makes it confusing for IoT developers and architects to find
appropriate technologies and solutions for their particular situation. To tackle these issues, we identified and collected *IoT Patterns*\(^3\) in various categories that abstract from individual technologies [20,21,22]. During the design of IoT systems, architects can use IoT Patterns to solve specific problems they encounter. But applying the patterns is not limited to single problems. Rather, once one pattern has been applied, architects can now follow links to other related patterns. This enables them to build IoT systems step by step. As the IoT is applicable in many different domains, such as home automation, health care, logistics, and industrial fabrication, our IoT Patterns should also be applicable in these different domains. In this paper we will show that this is the case for industrial fabrication.

The remainder of this paper is structured as follows: In Section 2, we will present work related to IoT Patterns and their application. Section 3 introduces a motivating example from the domain of industrial fabrication which will be used in the remainder of the paper. Section 4 briefly describes the IoT Patterns which are relevant to this paper. Section 5 elaborates how these patterns can be used to describe and refine the system which was introduced in the motivating example. Finally, Section 6 ends the paper with a conclusion.

2 Related Work

We have published IoT Patterns for device energy supply and operation modes [22] and device communication and management [20,21]. Eloranta et al. presented patterns for building distributed control systems [5,6], which are concerned with reliability and fault-tolerance of large moving machines used for forestry, mining, construction, etc. Qanbari et al. introduced four patterns for provisioning, deploying, orchestrating, and monitoring edge applications [19]. Another paper presents a pattern language for IoT applications [4], based largely on patterns from blog entries which are not comparable to our patterns in format or scope. Guth et al. compared several IoT Platform architectures to create an IoT reference architecture [16] to which our example system can be mapped. There are several publications that use patterns to design software architectures, such as [3,13]. But as the IoT includes a lot of physical things, our patterns are not only concerned with software, but also with the features of these things and how they shape and influence the IoT systems. There is also work by Falkenthal et al. which refines abstract patterns to patterns with more concrete, technology specific solution descriptions [9] or links them to concrete implementations [8,7]. This could be a next step to move our abstract IoT Patterns towards concrete solutions.

3 Motivating Example

One of the many domains where the IoT is applicable is industrial fabrication [10,11]. Here, as in many other domains, digitalization is advancing. This

\(^3\) An up-to-date overview of all published IoT Patterns can be found on http://www.internetofthingspatterns.com
has lead to the creating of various movement, such as Smart Factory, Industrial Internet, or Industry 4.0, which at their core have similar goals: to gain advanced insights and control of productions processes through wide spread digitalization and to further automate and optimize these processes.

Our example stems from the Industry 4.0 research project SePiA.Pro\textsuperscript{4}, which is situated in the domain of optimization\textsuperscript{10}. Todays factories are comprised of many machines. By connecting several of these machines together, production lines are formed, which transform a part over several steps, for example by cutting, drilling, bending, welding, and painting. While single machines are often highly optimized, the overall optimization of production lines might be improved. The aim of SePiA.Pro is to build a self-service platform that enables analytics specialists to offer optimization services to large and small companies, which can instantiate these services on- or off-premise to optimize their existing machines and production lines with little or no technical expertise.

Figure 1 shows a very high level example of what this entails. On the left side, there are several data sources that provide the data which is used as input for the optimization services. These include data from the actual machines that should be optimized, but potentially also data from other sources, such as databases. The right-hand side of Figure 1 shows a Data Science Component, which takes this as input for analytical algorithms and produces a result that can be used to optimize machines and production lines. Of course there are several additional steps and obstacles between the left and right side that have to be looked at in more detail. For this we will use IoT Patterns.

4 IoT Patterns

The idea of patterns, which are abstract textual descriptions of proven solutions to reoccurring problems, goes back to Alexander’s architecture patterns\textsuperscript{1}. Since then, patterns have been published for all kinds of domains, also in the domain of IT\textsuperscript{14,17}. In our previous work, we added to the already existing IT related patterns by publishing a collection of IoT Patterns\textsuperscript{20,21,22}. Table 1 provides a brief overview of the IoT Patterns that are relevant in the context of this paper\textsuperscript{3}. They include patterns concerned with device energy supply and device

\textsuperscript{4} http://projekt-sepiapro.de
operation modes, as well as patterns concerned with communication and with data processing.

5 Applying IoT Patterns to Smart Factory Systems

Our motivating example shown in Figure 1 gives only a very general overview of what the SePiA.Pro project is trying to achieve. But by stepwise applying the existing IoT Patterns presented in Section 4, we can build this simple overview into a more full fledged architecture. We start on the left hand side of Figure 1 with the devices and other data sources.

5.1 Devices

The devices and potentially other data sources are the first point in the system where patterns can be applied. In some cases, these patterns can have a profound impact on the rest of the system architecture. There are two patterns that are applicable in this case, as shown in Figure 2.

![Fig. 2. Example with added Mains-Powered Device and Always-On Device.](image)

One important question in IoT systems is how you provide energy to all the devices. In many systems you will have Period Energy-Limited Devices or Lifetime Energy-Limited Devices which are powered by batteries, or Energy-Harvesting Devices that gather their energy from their surroundings, for example with solar cells [22]. These kinds of devices often have a large impact on the overall system, as they are usually very constrained in their resources and only intermittently online [22]. In our case we are looking at large industrial machines that require a lot of power to operate and are therefore connected to the energy grid. Thus, they are Mains-Powered Devices (see Table 1) [22]. These kinds of devices have the advantage that they have all the power they need at their disposal and do not have to restrain themselves. On the other hand, they cannot be mobile and are depended on the power grid. In our case, this is not a problem and these devices do create no special problems regarding their energy supply.

Devices can use different operating modes to get the most out of the energy available to them. Device with limited energy are often Normally-Sleeping
Table 1. Short summary of the IoT Patterns used in this paper.

<table>
<thead>
<tr>
<th>Icon</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Mains-Powered Device Icon" /></td>
<td><strong>Mains-Powered Device</strong>&lt;br&gt;Some devices have high energy requirements or are otherwise restricted so that powering them with batteries or energy harvesting is not an option. Connecting these devices to mains power provides them with plenty of energy [22].</td>
</tr>
<tr>
<td><img src="image" alt="Always-On Device Icon" /></td>
<td><strong>Always-On Device</strong>&lt;br&gt;Some devices have to be constantly active and connected to fulfill their intended function or have virtually unlimited power available to them (e.g., Mains-Powered Devices). Leave these Always-On Devices connected and running at all times [22].</td>
</tr>
<tr>
<td><img src="image" alt="Device Gateway Icon" /></td>
<td><strong>Device Gateway</strong>&lt;br&gt;Devices often differ in the communication technologies, protocols, or payload formats they use. Connect them to an existing network or system by using an intermediary Device Gateway that translates between the different communication methods [20].</td>
</tr>
<tr>
<td><img src="image" alt="Device Shadow Icon" /></td>
<td><strong>Device Shadow</strong>&lt;br&gt;Devices go offline to save energy or because of network outages. Other components still want to interact with them. By storing a persistent virtual representation of devices and communicating through this copy only, other components can still work with offline devices [20].</td>
</tr>
<tr>
<td><img src="image" alt="Rules Engine Icon" /></td>
<td><strong>Rules Engine</strong>&lt;br&gt;Throughout its operation a system receives a wide range of messages from devices and other components. A Rules Engine can react in different ways to these messages depending on their content, metadata, or additional external data sources. Each message is evaluated against a set of rules which trigger actions if they match [20].</td>
</tr>
<tr>
<td><img src="image" alt="Remote Processing Icon" /></td>
<td><strong>Remote Processing</strong>&lt;br&gt;Some processing on the data produced by devices is very processing intensive, requires a lot of storage, or requires multiple data sources to be combined. Such processing steps may be too resource intensive for devices. Remote Processing runs the processing steps somewhere else, e.g., the Cloud, and returns the result to the originator.</td>
</tr>
<tr>
<td><img src="image" alt="Local Processing Icon" /></td>
<td><strong>Local Processing</strong>&lt;br&gt;Some situations require a fast reaction to sensor readings or other events. In such cases, first sending this data to Remote Processing components and then waiting for the answer may take too long. Local Processing integrates processing capabilities directly on or physically close to the devices where time-critical data is generated.</td>
</tr>
</tbody>
</table>
Devices which turn most of their components off for long periods of time in order to save energy [22]. But in our case, as our industrial machines are used continuously to produce goods and are mains-powered devices anyway, it makes little sense for them to sleep for long periods. Thus, they are always-on devices (see Table 1) [22] which, apart from high energy costs, bring only few disadvantages.

5.2 Communication

The patterns we applied so far had no impact on our overall system architecture. We continue with the middle part of our original overview in Figure 1, which is concerned with the communication between the data sources on the left and the data science component on the right. Two patterns can be applied here as we described in the rest of this section.

As mentioned earlier, we can have all kinds of machines and other data sources which produce data in which we are interested for optimization purposes. But these data sources rarely use a single communication technology, protocol, or payload format. Industrial machines may use OPC-UA\(^5\) or other industrial communication technologies, while other sources, for example databases, might be accessed via SQL\(^6\). This is the problem solved by the device gateway pattern (see Table 1) [20]. As shown in Figure 3, by adding a data interface unit, which implements the device gateway pattern, we are able to translate different communication technologies so that they can be uniformly accessed by the data science component.

---

\(^5\) https://opcfoundation.org/about/opc-technologies/opc-ua/
\(^6\) https://www.iso.org/standard/63565.html
in our example, to access device data even if the device is currently not available. As can be seen in the middle of Figure 4, we added this functionality to the Data Interface Unit with the Relay Service.

5.3 Processing

The communication patterns that we introduced in the last sections added new components to our example system which now allow us to communicate data from the different data sources to the Data Science Component. Now we turn our attention to the actual data processing. There are three patterns which can be applied in this area.

The algorithms and software needed for the analysis and optimization of machines and production lines vary depending on the use case. Thus, there is not only one Data Science Component, as shown in the previous figures. Instead, there are multiple different Data Science Components that can be selected. These are hosted on a common Industrial Analytics Platform, as shown in Figure 5. As an example, a Rules Engine (see Table 1) [20] could be one kind of Data Science Component or part of a Data Science Component.

As mentioned earlier, the analytics capabilities provided by the SePiA.Pro platform should be usable for all kinds of small or large organizations. Some
of these do not have the required IT infrastructure or technical knowledge to run the software provided to them. For such cases, SePiA.Pro offers the option of Remote Processing (see Table 1), where the analytics software is hosted remotely in the cloud and the data produced by the machines and other data sources is transferred into the cloud for analysis. To support this scenario, the Data Interface Unit and the Industrial Analytics Platform, which includes a Data Science Component, are packaged as a Smart Service [11]. This Smart Service is then provisioned by the Smart Service Provisioning Engine into a remote environment, as shown in Figure 6.

There may also be organizations using the SePiA.Pro platform for which sending all their data to a remote cloud is not an option for security and privacy reasons. Besides, in cases where a lot of data is produced and should be analyzed, sending all this data to a remote location may not be practical because of bandwidth limitations, high latency, or high costs. For such cases, SePiA.Pro also implements the Local Processing patterns (see Table 1). Here, the Smart Service Provisioning Engine is used to provision the Smart Service at the local premises of the company, where they are in full control of their data and IT infrastructure.

Fig. 6. The final example system after applying the Remote Processing and Local Processing patterns.

6 Conclusion

Industrial production and automation is one area where IoT will be relevant in the future. We have shown that our existing IoT Patterns can be applied in this area to better understand the consequences of choosing a particular solution, solve problems that appear in such systems, and provide an abstract architectural overview. In the future we work on adding more patterns to the already existing pattern catalog. One interesting area is security and privacy, where IoT Patterns would be of high relevance, especially in industrial scenarios such as the example described in this paper, where security and privacy is highly relevant. We are also planning to further refine the existing connections between the IoT Patterns into a pattern language, which gives IoT architects and designers more tools to find and apply the right patterns for their particular use case. Besides, we are working on methods that allow generic patterns to be refined to technology
specific patterns [9] which can be linked into solution languages [12]. This could provide IoT architects additional support when implementing IoT systems based on IoT Patterns.
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