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ABSTRACT
In recent years, many different deployment automation technologies
have been developed to automatically deploy cloud applications.
Most of these technologies employ declarative deployment models
to describe the deployment of a cloud application by modeling its
components, their configurations as well as the relations between
them. However, while modeling the deployment of cloud appli-
cations declaratively is intuitive, declarative deployment models
quickly become complex as they often contain detailed information
about the application’s components and their configurations. As a
result, immense technical expertise is typically required to under-
stand the semantics of a declarative deployment model, i. e., what
gets deployed and how the components behave. In this paper, we
present an approach that automatically detects design patterns in
declarative deployment models. This eases understanding the se-
mantics of deployment models as only the abstract and high-level
semantics of the detected patterns must be known instead of tech-
nical details about components, relations, and configurations. We
demonstrate an open-source implementation based on the Topology
and Orchestration Specification for Cloud Applications (TOSCA)
and the graphical open-source modeling tool Winery. In addition,
we present a detailed case study showing how our approach can be
applied in practice using the presented prototype.
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1 INTRODUCTION
Since the manual deployment and configuration of applications is
error-prone and time consuming, its automation is important to en-
sure repeatable and reliable executions—especially in the Cloud [4,
34]. Therefore, a plethora of deployment automation technologies,
e. g., Chef, Ansible, and Terraform have been developed [44]. These
technologies typically use deployment models to describe the de-
ployment and configuration of application components as well as
their relations [4, 44]. Deployment models can be classified into
declarative and imperative deployment models [11]. Imperative de-
ployment models specify the actual process of the deployment, i. e.,
technical deployment tasks as well as their execution order. Thus,
imperative models require a lot of technical expertise to implement
these deployment tasks [7]. In contrast, declarative deployment mod-
els describe only what has to be deployed without specifying the
technical execution details. Thereby, declarative models are typically
structured in the form of directed, weighted graphs [44] and can be
represented graphically, which eases their understandability. Since
the most prominent deployment automation technologies support
declarative modeling [44], we focus on them in this paper.

In general, declarative deployment models are significantly easier
to create in contrast to imperative deployment models because tech-
nical details about their execution do not need to be modeled [7, 31].
However, declarative deployment models also quickly become com-
plex as many technical details about components, relations, and their
configurations must be described to enable the application’s fully-
automated deployment. This is especially a challenge for large-scale
applications that consist of hundreds of components possibly dis-
tributed across multiple different cloud infrastructures using various
middleware technologies. Thus, understanding the semantics of the
modeled application requires immense technical expertise about
the modeled components, relations, and their configurations. For
example, to achieve a highly scalable cloud application, queues are
often used to enable asynchronous communication between different
components of the application. Thereby, it is often a compelling
business requirement to guarantee that each message is processed
exactly once. If a queue provided by a messaging service is used, the
service must therefore ensure Exactly-once Delivery [15]. However,
identifying that a queue is configured to ensure exactly-once seman-
tics from a deployment model requires technical knowledge about
the underlying technology. For instance, a queue hosted on AWS’
Simple Queuing Service (SQS)1 that realizes Exactly-once Delivery,
must be of type “FIFO”, whereas in Azure’s Service Bus Messag-
ing service2, the queue must be configured to use the “duplication
detection” feature. These are very specific technical details, which

1https://aws.amazon.com/de/sqs/
2https://docs.microsoft.com/en-us/azure/service-bus-messaging
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readers must know to understand the semantics of the queue and how
it behaves. This becomes a serious challenge for large, multi-cloud
deployments where multiple different technologies and providers
are involved. Moreover, as default configurations are typically not
modeled explicitly, recognizing the behavior of a component is very
difficult or even impossible for readers who are not aware of all the
technical details. Thus, adapting such models becomes error-prone.

To tackle this issue, we present an approach to automatically de-
tect design patterns in declarative deployment models. This eases
understanding the semantics in declarative deployment models as
they are explicitly described in the form of design patterns and do not
need to be derived by the reader from the technical details and con-
figurations of each component and relation. Moreover, since patterns
document proven solutions to a particular recurring problem [1], the
terms and concepts are clearly defined providing a common under-
standing for all readers. Therefore, to present the detected design
patterns and where they occur in the model, we reuse a metamodel
that has been previously introduced to describe Pattern-based De-
ployment Models (PbDMs) [21, 22]. Thereby, design patterns can be
used as nodes to represent structural elements or attached to nodes
to express their behavioral characteristics [22]. Hence, PbDMs de-
scribe the logical architecture [27] of applications and can be used
to communicate the application’s semantics to audiences that do not
have expert knowledge in all used vendors and technologies.

In previous work [21, 22], PbDMs were introduced to model de-
ployments in an abstract way without the need to specify concrete
components, relations, and configurations. Moreover, an approach
was presented to refine PbDMs automatically to executable deploy-
ment models [21]. On the contrary, in this work we turn the idea
around: Instead of manually creating PbDMs that can be automati-
cally refined, we automatically derive PbDMs from existing declar-
ative deployment models to ease understanding their semantics—
which is obviously easier to grasp from technology-independent,
pattern-based models than from deep technical deployment models.
We validate our approach by presenting a prototypical implementa-
tion based on Eclipse Winery [25] and applying it on a case study.

2 BACKGROUND, MOTIVATION,
AND PROBLEM STATEMENT

An overview of deployment automation is given in Section 2.1, while
Sections 2.2 and 2.3 motivate and outline the problem statement.

2.1 Deployment Models and Automation
Since the manual deployment of applications is error-prone and
time consuming, automating application deployments is inevitable
to achieve reproducible and efficient executions [34]. Available de-
ployment automation technologies mostly use deployment models to
describe the deployment of applications [4]. Thereby, two types can
be differentiated: (i) imperative deployment models and (ii) declar-
ative deployment models [11]. Imperative deployment models are
process models that explicitly describe the tasks to be executed with
all technical details as well as their order and the data flow between
them. Thus, imperative deployment models describe how the mod-
eled application is deployed. Hence, to perform the deployment, the
corresponding script or workflow is simply executed by a suitable
deployment automation engine. In contrast, declarative deployment

models describe only the components of an application to be de-
ployed including their relations and configurations. Hence, declar-
ative deployment models describe only what has to be deployed,
but not how. Thus, instead of directly consuming and executing a
declarative deployment model, declarative deployment automation
engines must derive the tasks that need be performed to instantiate an
application in the correct order. As a result, declarative deployment
models are easier to create as no technical expertise about the actual
deployment tasks is required [7]. Therefore, modeling application
deployments declaratively has prevailed in practice: The deploy-
ment automation technologies, which are most used in industry and
research, all use declarative models to describe the deployment of ap-
plications [44]. Additionally, by performing a review of the 13 most
used deployment automation technologies, Wurster et al. [44] de-
rived a meta-model, the Essential Deployment Metamodel (EDMM),
that consists of the general modeling elements all these technologies
have in common. Application deployments modeled in EDMM can
be automatically transformed to models of concrete technologies,
such as Terraform, Ansible, or Kubernetes [43] and executed using
these production-ready technologies [45]. Therefore, we use EDMM
to describe our concepts independent of a deployment technology.

2.2 Motivating Scenario and Running Example
In general, declarative deployment models can be represented as
directed, weighted graphs whereby components are represented as
nodes while edges define their relations [44]. In EDMM, both, com-
ponents and relations, are semantically defined by reusable types,
i. e., component types and relation types respectively, defining the
properties and operations a component or relation has. For example,
Fig. 1 shows a simplified declarative deployment model of a dis-
tributed order application consisting of a Webshop component that
communicates with an Order Processor component using a queue
component. The Webshop is realized in the form of an Angular
11 Web App as represented by the the component’s type, shown in
parentheses. It is publicly accessible via the internet via an Elastic
Beanstalk Webserver Environment on which it runs. Similarly, the
Order Processor, a Java 11 App, is hosted on AWS Lambda in the
form of a Java 11 Lambda Function and is executed whenever there
are new orders issued from the Webshop to the SQS Queue. To store
new orders persistently, the Order Processor connects to a MySQL
8.0 Database that is running on a Relational Database Service (RDS)
MySQL 8.0 Environment. Then, employees can access the database
using a Management UI hosted on a Ubuntu 20.04 virtual machine
(VM) running on a local OpenStack infrastructure to process and
ship the orders. In such a declarative deployment model, the compo-
nents are instances of component types defining their semantics. For
example, the Angular 11 Web App component type defines opera-
tions to install, start, and configure such an application, as well as its
required properties. In this case, the “Context” path from which the
Webshop will be reachable is “/shop”, while the name of the MySQL
Database, e. g., should be “webshop”. Finally, to express the seman-
tics of relations between the components, they are also instances
of relation types. Thus, to indicate that the Webshop is running on
an Elastic Beanstalk Webserver Environment and it connects to the
SQS Queue, the two relations are, as illustrated in Fig. 1, instances
of the relation types hostedOn and SecureQueueConnection.
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Figure 1. A simplified declarative deployment model describing a hybrid cloud application consisting of multiple distributed components.

2.3 Problem Statement
As outlined above and illustrated in Fig. 1, declarative deployment
models are very useful to describe the components, relations, and
configurations of an application. However, understanding the seman-
tics hidden in such deployment models is very difficult and requires
immense technical expertise. For example, to recognize that the
queue used between the Webshop and the Order Processor enforces
exactly-once delivery, it must be known that AWS uses the queue
type “FIFO” to achieve this. In Fig. 1, the SQS Queue realizes this
and is highlighted by ➊. Similarly, to model that the Webshop must
be scaled horizontally, the corresponding Elastic Beanstalk Web-
server Environment hosting the Order Processor is configured to be
of type “balanced”, instead of “single”, see ➋. Thus, the Webshop is
automatically scaled if the network output is constantly over 6 Mb/s
for more than five minutes. Moreover, not only the behavior of com-
ponents is challenging to detect from deployment models, but also
the structural concepts realized by the employed components. For
example, it must be known that the Database Management System
(DBMS) is configured to use strict consistency since the Relational
Database Service Environment (➌) uses AZ-Deployments, which
is again highly vendor-specific knowledge required to identify this
behavior. Similarly, identifying the used service types may be a prob-
lem if the reader is not aware of them. For example, a reader must
know that AWS Lambda is a Function as a Service (FaaS) offering
(➍) while AWS Elastic Beanstalk, see ➎ in Fig. 1, is a Platform as a
Service (PaaS) offering. Moreover, this only holds for this particular
deployment model. If another cloud provider or even several are
used, understanding these deployment semantics becomes almost
impossible if knowledge about the different offerings and their con-
figurations is missing. Additionally, an application’s deployment
model describes its logical architecture and is therefore also suitable
for communication. Thus, the following research question arises:

“How can the semantics of technical declarative deployment
models be automatically detected and represented in a way
that significantly reduces the technical expertise the reader

needs to understand them?”

3 PATTERN-BASED REPRESENTATION OF
DEPLOYMENT SEMANTICS

First the idea of the proposed approach is described in Section 3.1
followed by an application to the motivation scenario in Section 3.2.

3.1 General Idea
Declarative deployment models can become very complex and con-
tain many different components that represent various vendors and
technologies as discussed in the previous section. Thus, understand-
ing their semantics is very difficult. To tackle this, the idea of this
paper is to (i) automatically detect design patterns in declarative
deployment models by mapping concrete components, relations, and
their configurations to abstract design patterns and (ii) represent-
ing them as Pattern-based Deployment Models (PbDMs)3 [21, 22],
which are deployment models that can contain structural patterns
instead of concrete components and behavior patterns attached to
nodes to describe their behavioral semantics. As a result, only de-
sign patterns need to be understood in contrast to deep technical
details of numerous technologies and providers. Especially for de-
ploying Cloud applications, there are different pattern languages
available that can be used to describe the semantics of components,
relations, and their configurations [21], e. g., the Cloud Computing
Patterns [15], the Enterprise Integration Patterns [23], and the Secu-
rity Patterns [38]. Moreover, the approach can be applied to the 13
most used deployment technologies [44] as we employ EDMM.

Originally, PbDMs were introduced to abstractly model applica-
tions with design patterns instead of using concrete technologies
and providers to ease their creation [21]. The existing approach also
enables the automated refinement of the modeled design patterns
to concrete components and their corresponding configurations for
each deployment of the application [21, 22]. Thereby, two types of
patterns are differentiated [22]: component patterns which are used
to describe components abstractly and behavior patterns which can

3In [22], PbDMs were extended to Pattern-based Deployment and Configuration Models
(PbDCMs) to support pattern-based configuration of components and relations. However,
for simplicity we use PbDMs to refer to PbDCMs in this paper.
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Figure 2. Pattern-based Deployment Model that is generated by applying the proposed approach to the deployment model shown in Fig. 1.
(*) Horizontal Scaling [15, 46], Function as a Service [47], and Database as a Service [47] are not documented as patterns but are common cloud concepts.

be annotated to components, relations, and component patterns to ab-
stractly define their behavior. Therefore, while PbDMs not only ease
the creation of deployment models but also ease understanding their
semantics, we propose to reverse the original approach presented
by Harzenetter et al. [21, 22] and enable the automated detection
of design patterns in declarative deployment models and represent
them in the form of PbDMs. Thus, the goal is to ease understanding
the semantics of the modeled application deployment as components
and their behavior are represented by patterns instead of technical
details that need to be understood.

3.2 Motivation Scenario as a Pattern-based
Deployment Model

To demonstrate how intuitive the result is if declarative deployment
models are represented as PbDMs, we describe how the application
shown in Fig. 1 can be represented as a PbDM. Therefore, Fig. 2
illustrates the running example application as a PbDM: Instead of
describing concrete vendors and technologies, such as the Elastic
Beanstalk Webserver Environment, the AWS Elastic Beanstalk, and
the AWS component the Webshop is hosted on, their semantics are
now abstractly represented in the form of component patterns [22].
Thus, the Webshop is hosted on a Platform as a Service [15] pattern
that is provided by a Public Cloud [15] pattern in Fig. 2. Similarly,
the SQS queue is an implementation of the Point-to-Point Channel
pattern [23] (a.k.a. Queue) that is running on a Message-oriented
Middleware [15] provided by the same Public Cloud in which the
Webshop is hosted on. Moreover, the components of the application
modeled in Fig. 1 are configured to behave in a particular way. To un-
derstand the behavior of a component or relation from a declarative
deployment model, immense technical expertise about the corre-
sponding vendor or technology is required. In contrast, the behavior
of components and relations is explicitly described in PbDMs in
the form of behavior patterns [22] annotated to the corresponding
component, component pattern, or relation. Hence, recognizing that,
e. g., the Point-to-Point Channel ensures Exactly-once Delivery is
significantly easier. Similarly, the Order Processor is running on
a Function as a Service (FaaS) and is annotated to be a Stateless
Component [15] that uses Horizontal Scaling. To understand that the
Order Processor cannot hold any state in between requests, hence

realizes the Stateless Component pattern, as well as that it is automat-
ically scaled horizontally based on the original deployment model
shown in Fig. 1, many technical details about how AWS Lambda
works need to be understood. In contrast, in the PbDM in Fig. 2 the
Order Processor’s behavior is abstractly shown. Additionally, since
the Java 11 Lambda Function is executed after a new message arrives
in the SQS Queue—defined by the “Trigger” property with the value
“onSQSmessage”—the Order Processor realizes the Event-Driven
Consumer [23] pattern. Furthermore, the Order Processor connects
to a Relational Database [15], which is running in a Database as a
Service (DBaaS) offering in the same Public Cloud. Moreover, it is
also possible to detect additional semantics hidden in the relations.
For example, to communicate between the Webshop and the Order
Processor, both use a Secure Queue Connection relationship type
to describe their communication with the SQS Queue. This can be
abstractly represented by a relation of type Queue Connection that
is annotated with the Secure Channel [38] pattern. Finally, the Man-
agement UI hosted on a Ubuntu VM running on OpenStack can be
represented by an Execution Environment [15] that is provided by a
Private Cloud [15] pattern. However, while Horizontal Scaling is not
documented as a pattern, we still included it to describe the scaling
behavior of an application since scaling horizontally is a common
behavior in the Cloud to compensate changing workloads [15, 46].
Similarly, FaaS and DBaaS are common cloud services [46], but are
not documented as design patterns.

4 THE UNDERLYING PREVIOUS APPROACH
As shown in the previous section, the technical knowledge required
to understand the deployment semantics of an application modeled
as a PbDM is significantly reduced in comparison to a technical
declarative deployment model. Therefore, we propose an iterative
approach to automatically generate PbDMs from executable declara-
tive deployment models in the next section. But before we introduce
our new approach in the next section, we describe in this section the
previous work [21, 22] on which our new approach is based as it is
a reversed version of this previous work.

In previous work [21, 22], Pattern-based Deployment Models
were modeled by the user to describe the abstract semantics of a
desired application deployment. As PbDMs cannot be executed, the
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Figure 3. The underlying approach previous approach [21, 22] that refines PbDMs into executable declarative deployment models.

previous work also presented a refinement method and correspond-
ing algorithms to automatically refine a PbDM to an executable
deployment model in order to deploy the modeled application. To
achieve this, the patterns in PbDMs must be replaced by concrete
components, relations, and configurations. Therefore, an iterative
approach has been introduced [21, 22] which is illustrated in Fig. 3.

The general idea was to use transformation models, similar to
Triple Graph Grammars (TGGs) [39], which are used to transform
a particular left-hand-side graph into a right-hand-side graph by
describing correspondences between the nodes of the left-hand side
and the nodes of the right-hand side in a correspondence graph.
In the previous approach, so-called Pattern Refinement Models
(PRMs)4 [21] were used that define how a set of interconnected
patterns can be refined to concrete components, relations, and techni-
cal configurations. For example, Fig. 3 illustrates how an application
can be refined to an executable declarative deployment model. On
the left, a Java 11 Web App that is hosted on the Platform as a Ser-
vice pattern provided by the Public Cloud pattern, which connects
to a Relational Database pattern running on a DBaaS pattern by the
same Public Cloud. Additionally, the Java Web App is annotated
with an Unpredictable Workload [15] pattern and the Stateless Com-
ponent [15] pattern, while the Relational Database must ensure the
Strict Consistency [15] and the Information Obscurity [38] patterns.
Thus, to refine the PbDM a set of applicable PRMs is first identified
whereof one is chosen by a user to be applied to the PbDM. A PRM
is applicable if its left-hand side, i. e., a PbDM fragment called De-
tector, can be found as an isomorphic subgraph in the investigated
PbDM. Thereby, all nodes and their relations in the detector can be
found one-by-one in the PbDM [21]. Hence, if a PRM is applicable,
the subgraph in the PbDM matching its detector can be refined to
the graph defined in the PRM’s right-hand side, i. e., one possible set
of concrete components, relations, and configurations realizing the

4In [22], PRMs were extended to Component and Behavior Pattern Refinement Mod-
els (CBPRMs) to enable the refinement of annotated behavior patterns to concrete
configurations. For simplicity, we use PRMs to refer to CPRMs.

patterns described in the PRM’s detector, which is called Refinement
Structure [21]. For example, if a PRM’s detector defines a Relational
Database hosted on a DBaaS provided by a Public Cloud pattern, it
may define its refinement structure to be a MySQL Database run-
ning on an AWS RDS environment. Thus, by finding a subgraph in a
PbDM matching the PRM’s detector, the PRM can be applied to the
PbDM to replace the matching subgraph with the graph defined in
its refinement structure. This process repeats until no more patterns
can be found in the refined model.

Finally, an executable, declarative deployment model is generated
as shown in Fig. 3: The Java 11 Web App is then running on an
Elastic Beanstalk Webserver Environment running on AWS’ Elastic
Beanstalk and connects to a MySQL Database 8 provided by a RDS
MySQL 8.0 Environment on AWS’ RDS. To realize the annotated
behavior of the Java 11 Web App, the Elastic Beanstalk Webserver
Environment is configured to scale automatically, while the behavior
annotated at the Relational Database is realized by enabling encryp-
tion and AZ-Deployments in the RDS MySQL 8.0 Environment.

5 OVERVIEW OF THE METHOD
To detect design patterns in technical declarative deployment models
and to represent them as Pattern-based Deployment Models, we
present an automated method in this section which is depicted in
Fig. 4. Instead of identifying interconnected patterns as subgraphs
in a given PbDM and refining them to concrete technologies as
presented by the previous work (see Section 4), we now search for
subgraphs matching concrete components, relations, and configura-
tions in executable technical declarative deployment models in order
to replace them with the corresponding patterns. Thereby, similar
to the idea of PRMs, we use Pattern Detection Models (PDMs) to
automatically generate a PbDM from a given declarative deploy-
ment model by replacing subgraphs in the declarative deployment
models matching a PDM’s left-hand side with their right-hand side
in an iterative manner. PDMs are detailed in Section 6.1. Hence, in
each iteration of the method, more semantics hidden in the technical
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Figure 4. The new method for transforming technical declarative deployment models into Pattern-based Deployment Models.

details of the processed declarative deployment model are detected
and represented by abstract design patterns in the resulting PbDM.

For example, on the left of Fig. 4 the same Java 11 Web App
that is running on an Elastic Beanstalk Webserver Environment
provided by AWS Beanstalk is illustrated as shown on the right
side of Fig. 3. In this case, a PDM that defines this subgraph as its
left-hand side, which is called Technical Detector Fragment, maps
the concrete technologies to a Java 11 Web App that is running on a
PaaS provided by a Public Cloud, i. e., the PDM’s right-hand side
which we call Pattern Abstraction Fragment. Additionally, since
the Elastic Beanstalk Webserver Environment is configured to be
balanced, the Java 11 Web App gets annotated with Horizontal
Scaling to describe its behavior. In contrast to the PbDM shown
in Fig. 3, the generated PbDM neither contains the Unpredictable
Workload pattern nor the Stateless Component pattern because it is
only possible to detect the modeled scaling behavior but not that this
originally resulted from an expected Unpredictable Workload. Thus,
we differentiate between PRMs and PDMs in this paper and plan to
identify in which cases a PRM and a PDM can work both ways in
future work. Moreover, as depicted in the generated PbDM in Fig. 4,
both behavior patterns annotated to the Relational Database in the
PbDM shown in Fig. 3, i. e., Strict Consistency and Information
Obscurity, are annotated to the Relational Database pattern detected
in Fig. 4. This is possible since the corresponding configurations are
directly reflected as properties in the declarative deployment model.

6 DETECTING DESIGN PATTERNS IN
DECLARATIVE DEPLOYMENT MODELS

In Section 6.1, Pattern Detection Models (PDMs) are explained in
detail, while Section 6.2 presents two concepts that describe how
patterns can be detected in technical declarative deployment models.

6.1 Pattern Detection Models
To replace subgraphs in a declarative deployment model that match
the Technical Detector Fragment of a PDM, a set of rewriting rules

are needed. These rules are called Mappings [21] and form the
correspondence graph between the left-hand side and right-hand
side in PRMs and are reused and extended for PDMs. Therefore, we
use the following existing mappings between patterns, components,
and relations from previous work: (i) To define how relations that
are in- or outgoing from a matching component can be redirected
to a corresponding pattern, Relation Mappings [21] are used. For
example, the PDM shown on the left of Fig. 5 defines a relation
mapping between the AWS component and the Public Cloud pattern
which redirects all relations of type hostedOn that are ingoing at the
AWS component to the Public Cloud. (ii) To define that a component
must not be replaced when a PDM is applied, Stay Mappings [22] are
used to specify where the component must be located in the Pattern
Abstraction Fragment. For example, for the right PDM in Fig. 5 to be
applicable to a declarative deployment model, it must match the Java
11 Web App which is hosted on a Tomcat 10 Webserver running on a
Ubuntu 20.04 in vSphere. Thus, to define that the Java 11 Web App
will be hosted on the Execution Environment pattern in the PbDM,
a stay mapping is used. This ensures that all the properties specified
for the Java 11 Web App are still in the model after applying the
PDM. (iii) Lastly, Property Mappings [42] enable the mapping of
a property defined at a component to a property of a pattern. For
example, if the “Region” property is set in an AWS component of a
deployment model matching the PDM’s left-hand side in Fig. 5, its
value is transferred to the “Location” of the Public Cloud pattern.

In addition to the existing mappings, we introduce a new mapping
to detect behavior patterns conditionally. Therefore, we introduce
Behavior Pattern Mappings to map a set of properties with specific
values to a behavior pattern. Thereby, concrete mappings between
the technical configuration properties in the left-hand side of the
PDM can be mapped to behavior patterns they implement in the
right-hand side. For example, in the configuration of the SQS Queue
illustrated in the left PDM in Fig. 5, the property “Type” is set to
“FIFO” which realizes the Exactly-once Delivery pattern. Thus, by
specifying a behavior pattern mapping between the SQS Queue’s
“Type” property and the Exactly-once Delivery pattern, the pattern
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Figure 5. Two examples for Pattern Detection Models (PDMs).

can be automatically detected whenever this particular configuration
of a matching SQS Queue is found in a technical declarative deploy-
ment model. Similarly, if the “Server-Side Encryption” property is
set to true in a matching SQS Queue component, the Information
Obscurity pattern is implemented and, thus, can be detected.

6.2 Deployment Model Abstraction Algorithm
In this section, we abstractly describe the Deployment Model Ab-
straction Algorithm which transforms a given technical deployment
model into a PbDM. The algorithm is depicted in Fig. 6 which gets
a declarative deployment model, ddm, as an input. To automatically
detect patterns in declarative deployment models, we first create
a copy of the model, see line 2 in Fig. 6, and then start to search
for applicable PDMs in line 3. Thereby, a PDM is applicable if
its Technical Detector fragment can be found as a subgraph in the
currently investigated deployment model. If such subgraphs can be
found in the PbDM, i. e., the component types and relation types
of components and relations defined in the Technical Detector, as
well as their properties, match a subgraph in a technical deploy-
ment model [22], we are able to replace them with the Abstraction
Structure fragments defined in the corresponding applicable PDMs.
Therefore, multiple PDMs can be applicable at a time whereof one
must be chosen by a user to be applied to the deployment model (see
line 4). Additionally, one PDM may be applicable multiple times as
the investigated model may contain multiple stacks that all match
the PDM’s Technical Detector. Hence, all matching subgraphs are
calculated in line 5 while one is chosen in line 6.

In the next step, the PDM is applied to the declarative deployment
model whereby the selected matching subgraph is replaced with the
PDM’s Abstraction Structure. For example, the Technical Detector
shown in the left PDM in Fig. 5 can be found in the deployment
model shown in Fig. 1. Hence, the SQS Queue provided by AWS can
be replaced with the Abstraction Structure defined in the left PDM of
Fig. 5. In contrast, the Technical Detector of the right PDM cannot
be found as a subgraph in Fig. 1. To apply a selected PDM, first all
component patterns and their relations among each other are added

to the copy of the declarative deployment model (see line 7 in Fig. 6).
Then, all relations that are in- and outgoing of the matching subgraph
are redirected to the added pattern structure fragment in line 8, while
the property mappings are applied by moving the corresponding
values from the matching components in line 9.

In addition, to enable a more generic matching, behavior pattern
mappings can be used to conditionally detect the components’ behav-
ior. For example, to detect that a SQS Queue is ensuring exactly-once
delivery, it must be configured to be of type “FIFO”. Hence, if a sub-
graph in a declarative deployment model can be found that matches
the left PDM’s Technical Detector shown in Fig. 5, the Exactly-
once Delivery pattern is annotated to the Point-to-Point Channel
representing the semantics of a queue only if the SQS Queue is con-
figured accordingly. Otherwise, the Pattern Abstraction Fragment
of the PDM is added to the declarative deployment model without
the Exactly-once Delivery pattern. This is realized in the algorithm
shown in Fig. 6 between lines 10 and 15: Hereby, all behavior pat-
terns defined in the PDM’s Abstraction Structure are investigated
if they are part of a behavior pattern mapping. If there are behav-
ior pattern mappings for a behavior pattern, it is only added to the
generated model if all properties are set in the matching subgraph
as defined by the behavior pattern mappings. In contrast, if a PDM
does not define behavior pattern mappings for the annotated patterns
the annotated behavior patterns are considered to be realized by de-
tecting the components defined in the Technical Detector and, thus,
are added to the generalized model. However, in this case, the PDM
is only applicable if all properties defined in the PDM’s Technical
Detector are defined in the exact same way as they are defined in
a declarative deployment model. The only exceptions are if (i) the
value of a component’s or relation’s property is empty or (ii) defines
a wildcard value, i. e., an asterisks, in the PDM’s Technical Detector.
Hence, the corresponding value in a declarative deployment model
may be (i) any value or must be (ii) any non-empty value.

As a last step, the detected subgraph is removed from the deploy-
ment model in line 16 of the algorithm. Then, everything between
the lines 3 to 17 is repeated until no more PDMs can be applied.
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1: function DETECTPATTERNS(ddm):
2: pbdm := CREATECOPY(ddm)
3: while

(
EXISTSAPPLICABLEPDM(pbdm)

)
do

4: pdm := SELECTPDM(pbdm)
5: matches := CALCULATEISOMORPHISMS(pbdm, pdm)
6: isomorphism := SELECTSUBGRAPH(matches)
7: ADDABSTRACTIONFRAGMENT(pbdm, pdm)
8: REDIRECTRELATIONS(pbdm, pbdm, isomorphism)
9: MOVEPROPERTIES(pbdm, pdm, isomorphism)

10: for all
(
bp ∈ BEHAVIORPATTERNS(pdm)

)
do

11: bpms := BEHAVIORPATTERNMAPPINGS(pdm, bp)
12: if

(
FULFILLSALLPROPERTIES(isomorphism, bpms)
∨ (bpms = ∅)

)
then

13: ADDBEHAVIORPATTERN(pbdm, isomorphism, bp)
14: end if
15: end for
16: REMOVESUBGRAPH(pbdm, isomorphism)
17: end while
18: return pbdm
19: end function

Figure 6. Pseudo-code of the Technical Deployment Model Abstraction.

7 PROTOTYPICAL REALIZATION IN TOSCA
To prove the technical feasibility of our approach, we present a
prototypical implementation based on the Topology and Orchestra-
tion Specification for Cloud Applications (TOSCA) [32, 33] and the
open-source TOSCA modeling tool Winery [25].

7.1 The TOSCA Standard
TOSCA is a standardized language to describe the orchestration
and management of cloud applications in a vendor- and technology-
independent way. To model applications, TOSCA defines Service
Templates. Thereby, a Service Template contains a description of the
application’s structure, referred to as its Topology Template, which
contains (i) Node Templates that represent the components of the
application and that correspond to components in EDMM and (ii) Re-
lationship Templates that correspond to relations in EDMM. Thus, a
Topology Template defines, similarly to EDMM, applications in the
form of a directed, weighted graph. In fact, all modeling elements
defined by EDMM can be mapped one-on-one to TOSCA [45]. Sim-
ilar to EDMM, TOSCA defines the semantics of Node Templates
and Relationship Templates by Node Types and Relationship Types
respectively. Hence, the Node Types and Relationship Types can be
reused when modeling new applications.

7.2 Realizing PbDMs in TOSCA
Since EDMM can be directly mapped one-on-one to TOSCA, we
describe in the following how PbDMs can be realized in TOSCA ac-
cording to previous work [21, 22]. Moreover, since TOSCA models
conforming to EDMM are automatically transformable to production
ready deployment technologies [45], the approach can be applied
to most of these technologies. To model components and relations
in TOSCA, Node Templates and Relationship Templates are used
respectively. However, to differentiate components from component

patterns in TOSCA, the Node Types defining component pattern
types are annotated with a flag identifying them as patterns. In con-
trast, behavior patterns are realized in the form of Policy Types since
TOSCA allows Node Templates to be annotated with Policies that
are defined by Policy Types. Additionally, to also enable the an-
notation of behavior patterns to relations, we extended TOSCA to
support the annotation of Policies to Relationship Templates. Since
PbDMs are abstract models, the contained patterns must be refined
to concrete components to be executable by a TOSCA orchestrator.
Hence, the extension is only used during modeling time and does not
interfere with the standard-compatibility of executable models [22].

To enable the generalization of deployment models to TOSCA-
based PbDMs, we define Pattern Detection Models as a separate
model element that uses Topology Templates to define the Techni-
cal Detector as well as the Abstraction Structure. Hence, to realize
the mappings between the Technical Detector and the Abstraction
Structure, separate elements for each mapping type, i. e., relation
mappings [21], stay mappings [22], property mappings [42], and be-
havior pattern mappings, can be defined between the corresponding
Node Templates. Moreover, to also provide the description of pat-
terns and how they are linked to each other, we integrated the Pattern
Atlas [30], which provides a way to capture pattern languages.

Lastly, to enable the graphical modeling and automated general-
ization of deployment models to PbDMs, we extended Winery [25]
to support the modeling of PDMs according to the extensions de-
scribed above. Thus, we extended the web-based modeling tool
Winery, which is part of the OpenTOSCA ecosystem [6], to support
the modeling of PDMs. In addition, we implemented the automated
generalization of deployment models as described in Section 4.

7.3 Case Study
Based on the deployment model of the motivation scenario shown
in Fig. 1, we used our implementation in Winery to automatically
identify the abstract semantics hidden in the deployment model by
generating a PbDM as illustrated in Fig. 2. We recorded a video [19]
that shows (i) how PDMs can be defined in Winery as well as (ii) how
they can be used in the generalization process to generate a PbDM
from a declarative deployment model automatically.

8 DISCUSSION
The approach described in this paper enables the automated identifi-
cation of design patterns in technical deployment models and repre-
sents the semantics of the architecture in the form of a Pattern-based
Deployment Model. However, it is not always possible to detect all
patterns realized in a technical deployment model as (i) the repository
containing PDMs may not be complete. (ii) Patterns may describe
architectural aspects of the application that are not mappable to con-
crete components, relations, or configurations. (iii) Moreover, there
are patterns which require the absence of other patterns or compo-
nents; this cannot be detected using our subgraph-based approach.
Finally, (iv) there are patterns that cannot be detected based on the
deployment model but only by using runtime measurements. For
example, to determine whether the workload of an application is
static, continuously changing, or even unpredictable, the workload
can only be measured and cannot be derived from configurations.
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As the approach is based on rewriting rules, i. e., Pattern Detec-
tion Models, a large number of them are required to detect design
patterns in declarative deployment models. Additionally, as outlined
in Section 2.3, immense technical expertise is required to create Pat-
tern Detection Models as the abstract concepts described by design
patterns need to be mapped to concrete components and their config-
urations of various technologies and providers. Therefore, experts
are required that are familiar with (i) these technologies and how
they can be configured as well as (ii) with the appropriate design
patterns. As a result, it is a major challenge to create and maintain the
large number of PDMs that are required for our approach to abstract
as much as possible of the technical information in a declarative
deployment model. On the other hand, design patterns are often used
in application architectures, which are finally realized technically
when the application gets implemented, or in our case, deployed.
Thus, the knowledge of refining design patterns to concrete tech-
nical details is always required when realizing the patterns. As a
result, this knowledge could be documented for deployment-related
patterns in the form of PDMs as they exactly define what pattern
can be realized by which technical setting and configuration, which
provides one opportunity to achieve the number of PDMs required
for our approach in practice. Since our approach just applies the
PDMs created by experts, the quality and correctness of the resulting
PbDMs directly result from the quality and correctness of the PDMs.
Thus, if PDMs are created correctly, the detected patterns exactly
represent the technical settings that are captured by the PDMs.

9 RELATED WORK
The Software Architecture Reconstruction (SAR) [8] research area
aims at reconstructing one or more of the architectural views [24]
of an application system using artifacts like source code files, make-
files, and certain designs documents such as UML diagrams. Thus,
the presented approach falls under the umbrella of SAR, with the
inputs being executable deployment models and the output being
Pattern-based Deployment Models. Guamán et al. [17] provide a
thorough review on previous SAR approaches. Their review shows
that most approaches use source code files that describe the applica-
tion itself, rather than its infrastructure or deployment, as an input to
the reconstruction process. In fact, to the best of our knowledge, no
other approach uses deployment models as inputs for the SAR pro-
cess. Moreover, Guamán et al. [17] found the traceability between
a product and its deployment to be an open issue. Our approach
contributes to solving this issue since the concepts realized in de-
ployment models can be automatically identified and described using
design patterns, which is a first step towards mapping the patterns
actually realized and the patterns defined in the application’s require-
ments. Furthermore, although many approaches detect patterns as
intermediary or final results, most approaches detect the Gang of
Four (GoF) Design Patterns [16] describing the application itself.
In contrast, our approach detects component and behavior patterns
describing whole application components and their relationships
from established pattern languages [1] like the Cloud Computing
patterns [15], the Enterprise Integration Patterns [23], as well as the
Security Patterns [38] and combines them in PbDMs.

Detecting patterns in deployment models is done in multiple other
works: For example, Saatkamp et al. [36, 37] formalize architectural

patterns and detect them in deployment models using first-order-
logic. In contrast to our approach, they are not identifying patterns
realized by the modeled application but identify problems existing
in the deployment model that are solved by the formalized patterns.
Afterwards, a user can choose a preferred pattern, which solves the
detected problem by automatically applying it to the model [35].
Similarly, Borovits et al. [5] and Kumara et al. [28] propose an
approach to detect code smells and anti-patterns in IaC-models.

To describe cloud application abstractly, Di Martino et al. [9] also
use the Cloud Computing patterns [15] to model their component’s
composition and map them to provider specific patterns. However,
this is a manual process and their approach does not detect patterns
automatically in an existing deployment model. Weigold et al. [41]
introduce a concept to link patterns of different pattern languages in
“views” but they are not used to describe applications.

Similar to our approach, which uses subgraph isomorphism to
identify applicable PDMs, Krieger et at. [26] search for required
subgraphs in a deployment model to detect whether the deployment
model conforms to required compliance rules. Similar approaches
are presented by Zimmermann et al. [48], Eilam et al. [10], and
Arnold et al. [2, 3] who identify special structures in deployment
models. However, none of the approaches is detecting design patterns
that are realized in the modeled applications.

Similar to the concept of Solution Implementations [12, 13], the
refinement of patterns to sub-patterns [18], and Architectural Tem-
plates [29], PDMs define how patterns are realized by concrete
technologies, but can be used in both directions.

10 CONCLUSION AND FUTURE WORK
Deployment models describe an application and its components usu-
ally in a very detailed and technology- as well as vendor-specific way.
Thus, to identify the realized patterns and semantics is difficult and
requires immense technical expertise. Therefore, we presented an
approach that is able to detect design patterns in declarative deploy-
ment models and thereby eases the understanding of the semantics
hidden in such technically detailed models. Thus, instead of hav-
ing to know all technical variations of each vendor or technology,
only abstract design patterns need to be known to understand the
semantics of an application. Moreover, by combining the approach
with our instance retrieval approach [20], we are able to detect de-
sign patterns in running applications that have been deployed using
production-ready technologies like Puppet or Kubernetes. However,
one limitation of the approach is that the detection and rewriting
rules, i. e., PDMs, must be defined by experts once manually.

In future work, we plan to extend the approach by a traceability
method to enable users to understand how a specific pattern was
detected. Additionally, we plan to apply compliance approaches
to ensure that the application is compliant to its specification, for
example, by identifying that the application follows the Cloud Data
Patterns for confidentiality [40]. Moreover, we want to extend our
approach to support different levels of pattern abstraction [14].
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