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Abstract. Advances in the field of cloud computing and the Internet
of Things are boosting the 4th industrial revolution. New research and
developments foster the emergence of smart services, which augment
conventional machinery to become smart cyber-physical systems. The
resulting systems are characterized by providing preemptive functionality
to automatically react on circumstances and changes in their physical
environment. In this paper we sketch our vision of how to automatically
provision smart services in manufacturing environments, whereby the
paradigms of function and data shipping are specifically considered. To
base this approach upon a clear understanding of influences, we point
out key challenges in the context of smart services for Industry 4.0.

Keywords: data shipping, function shipping, fourth industrial revolu-
tion, cyber-physical systems, TOSCA

1 Introduction and Background

The availability of cheap sensors and the increasing connectivity between de-
vices are the drivers behind the accelerating availability of data in industrial
operations [2,20]. The evolving Internet of Things (IoT) is formed by “embedded
devices (Things) with Internet connectivity, allowing them to interact with each
other, services, and people on a global scale” [15] and is a central enabler of In-
dustry 4.0, which heavily relies on predicting future device states by combining
the knowledge of device attributes with historic and current sensor readings.
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“Industry 4.0 is a collective term for technologies and concepts of value chain
organization” [11] and is a synonym for the 4th industrial revolution.

An important application of Industry 4.0 is the anticipation of future device
states in the context of predictive maintenance [14]. Its task is the discrimination
of properly working machines from those, which are likely to evolve a specific risk
of failure. Collected data might describe a fleet of machines, with each machine
being characterized by certain time invariant data (e.g., geo-coordinates, date
of putting into operation), time variant control parameters (e.g., the currently
used tool head), collections of regularly updated sensor data (e.g., time series
containing pressure and temperature measurements), and the results of some
successive inspection reports, which might indicate specific technical flaws. On
basis of the inspection reports, the machines can be divided into two groups:
Machines for which a specific technical flaw has been observed and machines, for
which this flaw has not been observed yet. The optimization task of predictive
maintenance is to determine the relation of statistical health factors to operating
costs and failure risks by means of machine learning algorithms [21].

This optimization task is provided by so-called smart services, which are not
only “reactive or even proactive” but actually “fundamentally preemptive” and
“based upon hard field intelligence” given by “awareness and connectivity” [1].
The vast amount of mounted sensors on machinery enables a smart service to
perform detailed analyses of production steps [9] and to subsequently influence
the production flow by adapting machine configurations and adjustments in an
automated fashion. As a consequence, these kind of machines become smart
cyber-physical systems. It is expected that this approach will contribute signifi-
cantly to the expectations being associated with Industry 4.0.

In such scenarios, huge amounts of metering data are generated. In case of
critical operations, this data has to be processed in parallel in order to react to
the process under optimization in a timely manner [12]. Accordingly, in many
applications it is insu�cient or almost impossible to transfer the data to a central
data store or a public cloud environment providing adequate processing power
and storage for analyzing the data [10]. Further, latencies and limited network
bandwidth make centralized processing unsuitable. Instead, analytics or data
aggregation functionality has to be provisioned as close to the data sources as
possible. Such a scenario, where functionality is shipped and provisioned close
to the data sources, is called function shipping.

While some applications benefit from the function shipping approach, also
other use cases exist that do not require strict reaction times for processing
analysis. Instead, the sensor data from di↵erent sources and respective meta-
information need to be merged, which raises the demand for self-documenting
file formats [18]. In these scenarios, the data have to be transferred to a powerful
central execution environment, either self-hosted or in a public cloud environ-
ment. This approach is called data shipping, because the data is transferred to
the functionality that has to process the data. Summarizing, di↵erent provi-
sioning strategies for providing and running analytics functionality seem to be
feasible to cover the needs of smart service development and operation.
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However, there is still a lack of proper technologies and tools in order to
e�ciently support the development and provisioning of smart services. Further,
the concepts of function and data shipping have to be particularly applied to
manufacturing environments considering the specific challenges such as handling
of secret production data or time constraints for processing the data.

Thus, in this paper we introduce a standards-based vision of how to auto-
matically provision smart services in manufacturing environments, whereby the
paradigms of function and data shipping are specifically considered. To base this
approach upon a clear understanding of related issues, we point out key chal-
lenges in the context of smart services for Industry 4.0. The envisioned approach
is currently implemented in the course of the project SePiA.Pro4 (Service Plat-
form for intelligently optimizing Applications in Production and Manufacturing)
but should be applicable to smart services in general [19].

The remainder of this paper is structured as following: We discuss the key
challenges for provisioning smart services in Section 2. We sketch a self-contained
and secure packaging format for smart services in Section 3 and discuss how it
addresses the identified challenges and how it enables to establish function and
data shipping in the context of smart services for Industry 4.0. In Section 4, we
explain how to utilize the packaging format by a toolchain and conclude this
paper in Section 5.

2 Key Challenges

There are several key challenges, which have to be addressed in order to de-
velop and run smart services for, respectively, in manufacturing environments.
We categorize the identified challenges into organizational challenges and tech-
nical challenges. Organizational challenges mainly arise from the connection of
formerly disconnected sets of data and reflect issues concerning the collaboration
of former organizationally distinct (legal) entities like di↵erent departments, or-
ganizational units, subsidiaries, or even di↵erent companies. The technical chal-
lenges, in contrast, address di�culties that are driven by di↵erent technologies,
statistical aspects of the machine learning algorithms and programming princi-
ples. In SePiA.Pro, we will investigate and address both types of challenges.

2.1 Organizational Challenges

Restricted Access to Smart Services Since smart services contain analytics
algorithms that process detailed metering data from production processes, crit-
ical intellectual property of a company in the form of information about actual
processing steps and produced parts could be reengineered from the algorithm
implementations. Thus, access to a smart service, specifically the implementa-
tions of the contained analytics algorithms has to be restricted to authorized
personal only. Neither non-authorized personal shall be able to inspect nor to
configure the algorithms.

4 http://projekt-sepiapro.de
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Data Security As mentioned in the former section, smart services process data
that contain trade secrets and confidential information. Thus, specifically in the
case of data shipping, where data are transferred to an analytics environment, it
has to be assured that access to the data, the data sources, and the persistency
layers is strictly controlled. This implies that shipped data have to be encrypted.

Data Ownership The discussed data security aspects are closely related to
data ownership issues. While smart services can process data close to the ma-
chinery, there might also be situations where data has to be transferred to an
external execution environment, such as a public cloud or the data center of
the smart service developer. The latter case especially emerges if smart service
developers establish new business models, whereby they also o↵er processing en-
vironments for the analysis of the metered data as a service, besides the mere
development and integration of smart services. Thus, the data owners, which
are typically the companies that operate the metered machinery, must not for-
feit control on where their data is sent to.

Algorithms as Intellectual Property Even though a customer purchases
and uses a smart service, this does not necessarily imply that they also obtain
the rights to reuse, manipulate, or adapt an algorithm contained in a smart
service. So, the intellectual property of the developer of a smart service has to
be respected by restricting access to the smart service itself.

Smart Service Integrity In order to enable new business models for smart
service developers, an app store like concept seems to be necessary. Developers
need the possibility to o↵er their smart services via platforms such as public
repositories or marketplaces, which allow customers to easily search, purchase,
and utilize smart services. This will boost the acceptance and success of smart
services. However, if smart services are provided that way, their integrity has
to be assured. This means that a smart service developer needs a means to
assure that algorithms and data contained in a smart service are not corrupted
or manipulated from any third-party.

2.2 Technical Challenges

Use Case-specific Function and Data Shipping In many industrial appli-
cations of machine learning algorithms the volume of the generated data forbids
their transport to centralized databases or computing centers [10]. Instead, tech-
niques for an e�cient reduction of the data volume and local data analysis close
to the machinery are needed [5]. Thus, the ability to ship and execute functional-
ity, either to analyze or to aggregate data as close to the production environment
and machinery as possible, is inevitable.
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Fast Adaption of Analytics Algorithms There are two reasons why the
machine learning parts of smart services need to adapt quickly. Firstly, the al-
gorithms are mostly tailored to specific analysis scenarios. Thus, they handle
intrinsic characteristics of the data to process. If there are changes in the under-
lying dynamics and the characteristics of the metered data, the algorithms have
to be retrained in order to deal with such concept drifts. For example, it could
be that a new product is produced on the same machinery. Secondly, the ma-
chine learning algorithms have to be adapted and reconfigured if the production
environment or the optimization objectives itself are changing. Here, one could
think of a physical reordering of the existing machinery as an exemplary cause
for the adaption of the machine learning model.

Stream and Batch Processing of Data Most of the metering data from
machinery is not captured in a static but a streaming fashion resulting in more
and more timely annotated data sources. To unleash the full potential of this
data for use cases such as predictive maintenance it is necessary to process it on
the fly, which typically results in stream processing approaches. Besides, there
are also batch processing scenarios, which require to store raw data in order to
be processed and analyzed later on. For example, the training procedures for
most machine learning algorithms are working in a batch fashion.

Heterogeneous Technologies Smart services are complex compositions of
di↵erent technologies in order to meter data from machinery and process them
based on machine learning algorithms. Thus, it is up to the smart service de-
veloper which technologies and libraries to use for implementing the analytics
algorithms. Further, the technical circumstances of the production environments
and the machinery as well as the available IT infrastructures, platforms, middle-
wares, and applications on the customer side increase the number of heteroge-
neous technologies and software artifacts that are required in order to implement
a smart service. Exemplarily, the component to fetch metering data from machin-
ery might be designed to communicate via OPC-UA5 with metered machinery
in a specific production environment, while MQTT6 has to be used in another
one. To enable the e�cient development of smart services, developers are forced
to design the di↵erent components of a smart service as replaceable as possible.

Modularity In order to gain savings in terms of development time and, thus,
time to market, components of a smart service have to be self-contained and
interoperable with other components by stable interfaces. To raise great benefits
regarding development costs for creating new smart services or adapting existing
ones to new production environments, components of a smart service need to be
packaged to be easily reusable.

5 https://opcfoundation.org/about/opc-technologies/opc-ua/
6 http://mqtt.org
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Smart Service Provisioning As a result of the formerly described challenges,
smart services have to be designed as analytics artifacts that can be dynamically
changed. This can be based on changes of the analyzed data, which has direct im-
pact on the used machine learning algorithms. Moreover, this can also be owing
to changing technical circumstances at customer side or the emergence of new
technologies. Thus, smart services should be fully automatically provisionable in
order to e�ciently deal with their dynamic character.

3 Self-Contained Packaging Format for Smart Services

In order to enable e�ciently developing, shipping, and deploying smart ser-
vices, a self-contained packaging format for smart services is inevitable. Thus,
in SePiA.Pro, one of the main objectives is to develop a Smart Service Archive
(SMAR) format that enables bundling all artifacts of a smart service. The con-
ceptual structure of a SMAR is depicted in Figure 1. The Smart Service Archive
format is based on TOSCA [17,16], an OASIS standard that enables describing
applications to be provisioned in a portable manner. In particular, SMARs are
based on the TOSCA Cloud Service Archive (CSAR), which is a standardized
archive format for packaging all required data to enable the automated provi-
sioning of the respective application. TOSCA and CSARs are explained in the
following in order to point out how the standardized format has to be enhanced
and extended to support the packaging of smart services.

CSARs contain several data required to automatically provision an applica-
tion. First, a CSAR contains a topology model, which is a directed graph describ-
ing the structure of the application to be provisioned. The topology model con-
sists of nodes, which represent the components of the application such as Web-
servers and virtual machines, and edges between these nodes, which represent
the dependencies between the components. Nodes are called node templates, the
dependencies are called relationship templates. The TOSCA standard provides
a means to specify types for node and relationship templates in the form of so
called node types and relationship types, which allows to specify the semantics of
the respective templates on a type level. Those types enable to populate a topol-
ogy model by di↵erent manifestations and instances of a node or relationship,
respectively. Therefore, they are reusable in arbitrary topology models and pro-
vide reusable building blocks for creating new applications. The actual artifacts
that implement the components, such as Java classes or other binaries of an ana-
lytics algorithm, can be placed into the archive by means of so called deployment
artifacts. These artifacts are associated with the corresponding node template
for which they provide the implementation. Through this format, TOSCA tack-
les challenges regarding the reusability of components by means of node types.
However, based on the presented key challenges in Section 2, it seems to be valu-
able to also treat algorithms and data along with policies as first level modeling
concepts for smart services. Therefore, the SMAR format needs to extend the
CSAR format by (i) algorithms, (ii) data, and (iii) data policies as conceptual
first level modeling entities, as depicted in Figure 1. Although TOSCA already
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Algorithms Data

Structure Policies

Fig. 1. Concept of the Smart Service Archive (SMAR)

supports policies for cloud applications in general [17,22] and description lan-
guages, such as USDL [3], can be combined with TOSCA to add non-functional
service descriptions [8], a strict data policy approach for manufacturing data is
missing. Treating algorithms and data as first level modeling concepts allows
to enable function and data shipping approaches, either by clearly defining how
functionality has to be shipped close to the data, or by enforcing the provision-
ing of smart services based on policies and further rules through an adequate
toolchain. Therefore, SePiA.Pro will research on how already available TOSCA
modeling concepts can be generally reused, which of the key challenges out-
lined in this paper can be translated into already existing modeling concepts
of TOSCA, and where the TOSCA modeling approach eventually has to be
extended by new concepts to support the requirements of smart services.

4 Function and Data Shipping for Manufacturing
Environments

The capability to ship functionality as close to metered machinery, or to ship data
to powerful analytics environments is vital to tailor smart services to di↵erent use
cases. Besides the archive format for smart services, as introduced in Section 3,
also a Smart Service Ecosystem to enable (i) modeling, (ii) shipping as well as
(iii) provisioning and managing smart services is required and one of the main
deliverables of the SePiA.Pro project.

To support these features, the planned toolchain will base on tools from the
OpenTOSCA Ecosystem7, which is an open source toolchain that supports mod-
eling and provisioning of CSARs. The open-source TOSCA modeling tool Win-
ery8 [13], which supports modeling of topology models using the visual notation
Vino4TOSCA [7], will be extended and enhanced to a Smart Service Design
Platform in order to support modeling of SMARs. Further, a Smart Service
Repository and Self-Service Portal will be developed based on OpenTOSCA’s
Vinothek [6] in order to e�ciently ship smart services packaged in the SMAR

7 https://www.iaas.uni-stuttgart.de/OpenTOSCA/
8 https://projects.eclipse.org/projects/soa.winery
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Fig. 2. Function and Data Shipping enabled by the Self-Contained Packaging Format
for Smart Services

format on the one hand, and to trigger the provisioning of smart services by end
users on the other hand. Finally, the OpenTOSCA Container [4], an open-source
runtime environment for CSARs, will be extended and enhanced in order to be
able to process the new SMAR format.

The Smart Service Ecosystem will support the development and application
of smart services as shown in Figure 2. The SMAR format is the key enabler to
automatically provision smart services. As shown on the left of the figure, a data
scientist can develop an analytics algorithm and put it into a SMAR along with
references to data that have to be processed. References to data can point to files
also contained in the archive, e.g., if the algorithm requires static data that does
not change over time. But they can also point to sensors from machinery that
constantly deliver metering data. The data can be secured by adding specific
data policies. These could declare, e.g., that the metering data must not leave
the IT infrastructure of the customer that will run the smart service. All these
steps in Figure 2 will be supported by the Smart Service Design Platform9.

SMARs can then be deployed on a Smart Service Platform that includes
the extended OpenTOSCA Container. The Smart Service Platform is capable
of provisioning new instances of a smart service, which is bundled in a deployed
SMAR. This is conceptually illustrated in Figure 2 by the IT infrastructure box,
where an application stack is sketched that consists of an operating system,
installed on a virtual machine in a private infrastructure as a service cloud. The
analytics algorithms developed by the data scientist are provisioned on top of the
operating system and wired to the sensors in the machine park via a production
scheduling system. In this scenario, the production scheduling system wraps

9 SMARs that are packaged in this manner can be uploaded to a Smart Service Repos-
itory and Self-Service Portal to ease the shipping to customers. For the sake of
simplicity this step is omitted in Figure 2.
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the access to metering data from machinery as well as to functionality that
enables to adjust and to configure machinery programmatically. The connection
is established bidirectionally to receive metering data from the machinery and
to also send commands for adjustments of the machinery back to the production
scheduling system. Thus, this provisioning flow indicates how machinery can be
augmented by smart services and how functionality can be automatically shipped
and provisioned closely to the sensors.

Other scenarios could cause to provision the analytics stack along with the
algorithms in a public cloud environment, e.g., if the data to process is allowed to
physically leave the IT infrastructure of the data owner. In this case, functionality
is shipped automatically to the respective public cloud and, besides, also data
is shipped to the analytics stack in the public cloud environment.

Finally, scenarios are possible, where the analytics stack is provisioned at a
data center of the data scientist. This last scenario shows that also pure data
shipping approaches are possible by the depicted toolchain in combination with
the SMAR format since the extended format allows also packaging data only.

5 Conclusion

The presented key challenges are the objects of investigation for the project
SePiA.Pro. A huge potential of smart services to generate business value in the
field of Industry 4.0 on the one hand and the missing formats to provision smart
services on the other hand are motivating this research project. SePiA.Pro will
transfer the presented challenges into research questions in order to refine and
enhance the TOSCA standard to the field of smart services in production envi-
ronments. The resulting format will enable function and data shipping scenarios
in the context of Industry 4.0. Although the project is still in its opening stages
at the time of writing this paper, the presented vision of a new packaging format
for smart services along with an OpenTOSCA-based toolchain show how cloud
computing technologies may boost developments in the sector of manufacturing.

Acknowledgments. This work is partially funded by the project SePiA.Pro
(01MD16013F) of the BMWi program Smart Service World.
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