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ABSTRACT
Quantum computing is an emerging paradigm that enables to solve
a variety of problems more efficiently than it is possible on classical
computers. As the first quantum computers are available, quantum
algorithms can be implemented and executed on real quantum hard-
ware. However, the capabilities of today’s quantum computers are
very limited and quantum computations are always disturbed by
some error. Thus, further research is needed to develop or improve
quantum algorithms, quantum computers, or required software
tooling support. Due to the interdisciplinary nature of quantum
computing, a common understanding of how to develop and ex-
ecute a quantum software application is needed. However, there
is currently no methodology or lifecycle comprising all relevant
phases that can occur during the development and execution pro-
cess. Hence, in this paper, we introduce the quantum software
lifecycle consisting of ten phases a gate-based quantum software
application should go through. We analyze the purpose of each
phase, the available methods and tools that can be applied, and the
open problems or research questions. Therefore, the lifecycle can
be used as a baseline for discussions and future research.

CCS CONCEPTS
• Computer systems organization→ Quantum computing; •
Software and its engineering→ Software creation and man-
agement; Designing software; Software development meth-
ods; Software post-development issues.

KEYWORDS
Quantum Software Development, Quantum Computing, Quantum
Applications, NISQ, Software Engineering, Software Lifecycle
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1 INTRODUCTION
Quantum computing is a promising research area, which may en-
able to solve a variety of problemsmore efficiently than it is possible
on classical computers [55, 59]. Different quantum algorithms, such
as Shor’s algorithm [65] for factorizing numbers, Grover’s algo-
rithm [23] for unstructured search, or the HHL algorithm [25] for
solving linear equations, provide a speedup over the best known
classical algorithms for these problems. Furthermore, different ven-
dors, such as IBM or Rigetti, developed quantum computers in
recent years, and offer access to them, e.g., via the cloud [39, 44].

However, today’s quantum computers are error-prone and have
only limited capabilities [42, 59]. One restriction is the small number
of qubits that they provide [39]. Hence, the size of the input data that
can be represented within the quantum computer is limited [55].
Another problem is the noise that affects calculations on quantum
computers [35, 59]. For example, due to unintended interactions
between the qubits and their environment, their state is only stable
for a certain amount of time, which is referred to as decoherence [44,
55]. Therefore, today’s quantum computers are often also called
Noisy Intermediate-Scale Quantum (NISQ) [59] computers.

Thus, a lot of research has to be done to design new or improve
existing quantum algorithms, to increase the capabilities of avail-
able quantum computers, and to develop required software tooling
support, such as suitable modeling tools, quantum compilers, or a
platform to share and discuss developed quantum algorithms and
their implementations [43]. Hence, quantum computing is a very
interdisciplinary research area, which requires the knowledge of
experts from many different fields, such as physics, mathematics,
or computer science [55]. To ensure the successful cooperation
between the various experts, a common understanding of how a
typical quantum software application is developed, executed, and
possibly adapted afterward is required. Thereby, a quantum soft-
ware application comprises all required software artifacts to execute
a quantum algorithm. This means, besides the software artifacts
implementing the quantum algorithm, all related classical code,

https://doi.org/10.1145/3412451.3428497
https://doi.org/10.1145/3412451.3428497


APEQS ’20, November 13, 2020, Virtual, USA Benjamin Weder, Johanna Barzen, Frank Leymann, Marie Salm, and Daniel Vietz

e.g., to initialize the quantum algorithm with the input data. How-
ever, there is currently no methodology or lifecycle comprising all
relevant phases a quantum software application should go through.

Thus, the goal of this paper is to introduce the quantum software
lifecycle consisting of ten phases that should be covered during
the development and execution of quantum software applications.
Thereby, the purpose of each phase and the available tooling support
that can be used to conduct them are discussed. Hence, the lifecycle
enables a unified view of the development and usage process of
quantum applications. Furthermore, it shows the different phases in
which future research has to be conducted to improve the processes.

There exists a variety of different quantum computing models,
e.g., gate-based [49], measurement-based [31], and adiabatic quan-
tum computing [2]. The diverse models represent quantum algo-
rithms in various ways. However, it can be shown that the different
models are formally equivalent [2, 31]. In this paper, we restrict
our considerations to the gate-based quantum computing model, as
many available quantum computers rely on it [39]. However, some
phases of the quantum software lifecycle also apply to the other
quantum computing models or need only small adjustments.

The remainder of this paper is structured as follows: Section 2 de-
scribes fundamentals and the problem statement that underlies our
work. In Section 3, the quantum software lifecycle and its different
phases are presented. Then, Section 4 describes the assumptions on
which the lifecycle is based and the limitations of our work. The
related work is discussed in Section 5, and we conclude in Section 6.

2 FUNDAMENTALS & PROBLEM STATEMENT
In this section, we introduce fundamentals about noisy intermediate-
scale quantum computers and motivate why they pose special chal-
lenges for the development of new quantum software applications.
Then, we analyze how hybrid algorithms can help to circumvent
these problems andwhy the selection of suitable quantum hardware
is important. Furthermore, fundamentals about provenance and
how it can be used to improve applications are presented. Finally,
the purpose of software lifecycles in the research area of software
engineering and the problem statement of our work are described.

2.1 Noisy Intermediate-Scale Quantum
The term Noisy Intermediate-Scale Quantum (NISQ) was coined by
John Preskill [59] to illustrate the capabilities of today’s quantum
computers and to describe the current state of quantum comput-
ing research. Thereby, “noisy” means that the gates and qubits of
existing quantum computers are affected by noise from various
sources, such as measurement and gate errors or qubit decoher-
ence due to unintended interactions between the qubits and their
environment [35, 72]. The noise leads to severe restrictions on the
capabilities of today’s quantum computers, as it limits the num-
ber of gates that can be successfully executed consecutively on a
qubit before the result gets too inaccurate to be usable [55]. This
maximum number of gates is referred to as the maximum circuit
depth. Therefore, quantum algorithms that require a larger circuit
depth cannot be executed. Due to this problem, different error cor-
rection codes [36, 38, 60] were proposed for quantum computing
to correct occurring errors, and hence, to extend the maximum

circuit depth. The application of such codes implies a high over-
head, which means additional qubits and gates have to be added
to the quantum circuit [59]. However, this is impractical for NISQ
machines, as they are also limited in the number of available qubits,
which is summarized by the term “intermediate-scale”. Thereby,
Preskill defines a number between 50 and a few hundred qubits as
intermediate-scale. Therefore, quantum computers in the NISQ era
are only capable to execute quantum circuits comprising a limited
number of qubits and gates. This leads to challenges when develop-
ing and implementing quantum algorithms or selecting a suitable
quantum computer for the execution of a given quantum algorithm,
which will be covered in the following subsections in more detail.

2.2 Hybrid Algorithms
The hardware limitations of NISQmachines lead to the problem that
existing quantum algorithms that provide an exponential speed-
up compared to their best known classical counterparts can often
not be executed on practically useful problems [59]. For example,
one difficulty is to initialize the register of the quantum computer
with the input data for the problem that needs to be solved, as the
number of provided qubits can be too small to encode the data [42].

To reduce the problems of limited amounts of qubits and the re-
stricted circuit depth, algorithms can be split into multiple parts and
distributed over classical and quantum hardware [41]. Algorithms
utilizing this approach are often referred to as quantum-classical,
variational, or hybrid algorithms [48]. Thereby, the idea is to perform
pre- or post-processing for a quantum computation on a classical
computer [65]. In contrast, the part of the computation that can only
be done inefficiently on classical computers, and for which quantum
computers can provide an exponential speed-up, are executed on a
quantum computer. Examples for hybrid algorithms are Shor’s [65]
and Simon’s [68] algorithms, which use classical post-processing
after the quantum computation. Another approach is to perform
multiple iterations of quantum and classical computations. Thereby,
the input for the quantum computation is improved in each itera-
tion until the result reaches the required accuracy. Examples using
this approach are the variational quantum eigensolver (VQE) [32] or
the quantum approximate optimization algorithm (QAOA) [18, 19].

Therefore, hybrid algorithms can be used to solve problems that
are not solvable on today’s NISQ machines. That means, they can
be utilized to already profit from the advantages of quantum com-
puters, even in the current early research and development stage.
However, most splits into quantum and classical parts are problem-
specific and have to be done manually for each problem when
designing the algorithms [41]. Hence, documented best practices
and patterns could help to develop new hybrid algorithms. Further,
an automated recommendation system could suggest which part of
a problem to execute on classical and which part on quantum hard-
ware, and therefore, ease the development of hybrid algorithms.

2.3 Quantum Hardware Selection
Quantum computers can be based on different physical qubit real-
izations, such as electron spins [58], trapped ions [56], or supercon-
ducting qubits [13], and the kind of realization leads to different
characteristics when executing quantum algorithms [46]. However,
even quantum computers with the same kind of physical realization
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can differ significantly concerning properties, such as qubit count,
qubit connectivity, or fidelity of the implemented gates [73]. This
results in the fact that not all quantum computers can execute the
same set of quantum circuits successfully [44, 62]. Instead, some
circuits are better executed on one quantum computer and other
circuits on another quantum computer, if they, e.g., use divergent
kinds of gates, that are implemented with different fidelities in var-
ious quantum computers. Thus, the selection of suitable quantum
hardware is a difficult task and an important constituent when de-
veloping and executing quantum algorithms. In previous work [62],
we outlined an approach to analyze a given quantum circuit, extract
its important characteristics, and select suitable quantum hardware
based on these characteristics and the properties of the available
quantum computers. However, the hardware selection approach
needs to be integrated into the quantum software lifecycle.

2.4 Quantum Provenance
Provenance comprises any information that describes the manu-
facturing process of a product [16, 27]. Thereby, the product can
be, e.g., a piece of digital data or a physical object. By collecting
provenance data, the reproducibility of the production process can
be achieved [57]. Further, it can improve the understandability and
quality of the process, e.g., by analyzing past executions and improv-
ing the process based on the results [27]. Thus, to enable detailed
insights, it is important to capture all relevant information system-
atically. Provenance data is collected in different areas and with
diverse granularities, and hence, existing approaches can be classi-
fied into different kinds of provenance, such as data provenance [67]
or workflow provenance [5]. However, there are currently no prove-
nance approaches for quantum computing, that cover all steps from
the identification of relevant data, over the collection, to its analysis.

During the NISQ era, provenance approaches are especially im-
portant for quantum computing [42]. One reason is that the differ-
ent realizations of NISQ machines lead to diverse characteristics,
which have to be collected to enable the later analysis of quantum
computations. Additionally, the noise can lead to errors in the com-
putations, and the provenance data can be used to analyze their
origins. Furthermore, provenance data can also be used to select
suitable quantum hardware or to improve quantum circuits [62].

Hence, we introduce the research area of quantum provenance
and perform a first analysis, which kind of provenance data should
be collected for quantum computing. Thereby, four different cat-
egories of provenance data can be distinguished, as sketched in
Figure 1. First, information about the quantum computer executing
a quantum circuit, such as the number of provided qubits or decoher-
ence times, has to be gathered. Second, provenance data about the
quantum circuit, like used gates and measurements, are important.
Third, the input data, output data, and possible intermediate results
are required for a successful analysis of the execution. Such inter-
mediate results can, e.g., be retrieved after the different iterations
of a variational algorithm and may comprise the parameterization
used for the current iteration and the corresponding measurement
results. Finally, the quantum compiler [9, 28] is in charge of mapping
the abstract quantum circuit to the physical qubits and hardware
provided gates, and these mappings have a strong influence on the
execution time and error probability. Therefore, the details about
the mappings have to be collected too. However, further analysis
of important data types, as well as new approaches to collect and
analyze the data, are required. In this work, we incorporate the
quantum provenance approach into the quantum software lifecycle
and show in which phases provenance data can be gathered and
which phases can benefit from the collected provenance data.

2.5 Software Lifecycles
In the field of software engineering, software lifecycles are often
used to document the different phases and the order of their occur-
rence during the development and execution of certain software
artifacts [12, 37, 45, 53]. Thus, they provide a baseline for the dis-
cussion about methods and best practices that are applied in the
various phases and open problems that should be solved to improve
the development and execution process. Moreover, software life-
cycles can be used to educate developers or system administrators
by providing an overview of all phases and enable them to deepen
their understanding of the phases that are most relevant for them.

2.6 Problem Statement
As outlined in the previous sections, the development and execu-
tion of quantum software applications comprise a lot of complex
tasks, e.g., the selection of suitable quantum hardware. However,
there exists no methodology or lifecycle that covers all relevant
phases, which can be used as a baseline for further discussions
and research. Therefore, the resulting research question for this
work can be formulated as follows: “What phases should a typical
quantum software application go through, how do these phases relate
to each other, and what are open problems for the different phases?”

3 QUANTUM SOFTWARE LIFECYCLE
In this section, we present the quantum software lifecycle, which is
depicted in Figure 2. In the following subsections, we describe its
different phases, starting from the quantum-classical splitting phase,
which is the phase where the user typically enters the lifecycle with
the problem description. Then, the other phases are followed by
their usual execution order. Thereby, the purpose of each phase,
existing methods or tooling support that can be used to accomplish
it, and possible input and output data of the phase are discussed.
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3.1 Quantum-Classical Splitting
The first phase of the quantum software lifecycle is entered by
the user with the new problem description or an updated problem
description based on the results of previous iterations. In this phase,
it is decided which parts of the problem to solve on a quantum
computer and which on a classical computer depending on the
requirements of the problem description. Due to the restricted ca-
pabilities of NISQ machines, most problems have to be solved in
a hybrid manner on quantum and classical hardware (see subsec-
tion 2.2) [48, 59]. The separation into quantum and classical parts
can be done by experts based on their knowledge and experience.
However, this is a difficult and error-prone task, which requires
immense knowledge from various fields, such as physics, mathe-
matics, and computer science [55]. Therefore, this process should
be supported by an automated recommender, which can, e.g., be
based on documented best practices or patterns [41]. Additionally,
the recommender can analyze the provenance data of passed exe-
cutions, e.g., by using machine learning techniques and utilize the
insights to improve future recommendations for this phase [3].

3.2 Hardware-Independent Implementation
In the second phase, the quantum circuits and the classical software
artifacts implementing the quantum and classical problem parts
resulting from the previous phase are created. Thereby, for the
implementation of the quantum circuits, a hardware-independent
high-level quantum programming language should be used to enable
a later vendor-agnostic hardware selection (see subsection 3.5) [24,

44, 74]. Otherwise, the selected quantum programming language
can reduce the set of compatible quantum computers already signif-
icantly. The quantum circuit should also be defined independently
of certain input data to enable its reusability for different instances
of the tackled problem. Therefore, the quantum circuit does not yet
contain the initialization steps, which are used to pass input data
to the quantum computer (see subsection 3.3) [41]. Hence, phases
one and two of the quantum software lifecycle can be skipped if
the same problem should be solved for different input data, and the
lifecycle can be (re)started in phase three. After the implementation,
the quantum circuits are verified by experts or using automated
approaches to prove their correct functionality [4, 50, 76]. Further,
the classical software artifacts should be tested accordingly [54].

3.3 Quantum Circuit Enrichment
During this phase, the quantum circuit is enriched with the required
details to solve a particular instance of the problem that is tackled
by the quantum software application. Thus, the quantum circuit is
initialized with the input data in a data preparation step [15, 41, 55].
This means, an initialization circuit is added to the beginning of the
original circuit, which prepares the required state in the quantum
register. This step is necessary as many quantum computers only
allow to initialize their register in the all-zero state, which means all
qubits set to zero [41]. Thereby, different schemes exist to encode
the input data into the initializing circuit, such as basis or amplitude
encoding [42, 51]. Another important step is the expansion of the
oracles that may be used in the quantum circuit. Many quantum
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algorithms, such as Simon’s or Grover’s algorithm, utilize oracles,
e.g., to decide if an element in a collection is the searched one
or not [23, 52, 68]. However, these oracles depend on a specific
problem instance and have to be implemented using a collection of
gates during this phase of the quantum software lifecycle [33].

3.4 Hardware-Independent Optimization
After the quantum circuit enrichment, a hardware-independent op-
timization phase is performed for the resulting quantum circuits.
Hence, the optimizations of this phase are based on the hardware-
independent high-level quantum programming language [24, 74].
Thereby, an equivalent representation of the quantum circuit is
created, which is optimized with respect to a certain cost function,
such as the circuit size, circuit depth, or accuracy [74]. These opti-
mizations can be, for example, based on best practices, patterns and
anti-patterns, or collected provenance data about passed executions
including the performed optimizations and the resulting outcomes.

3.5 Quantum Hardware Selection
In the fifth phase, suitable quantum hardware for the execution of
the implemented and optimized quantum circuits has to be selected.
Thereby, a suitable quantum computer must be capable of executing
a quantum circuit with a given maximum error probability [62]. Ad-
ditionally, other optimization goals, such as the incurred monetary
costs for the execution or the set of vendors that are classified as
confidential by the user, have to be taken into account. For the quan-
tum hardware selection, the quantum circuits must be analyzed first,
and important characteristics, such as the width and depth of the
circuit, have to be retrieved (see subsection 2.3) [44, 73]. Afterward,
the hardware selection can be performed based on the obtained
circuit characteristics and the capabilities of the available quantum
computers. Thereby, the capabilities of quantum computers can be
assessed using different metrics, such as quantum volume [8] and
the total quantum factor [64]. Another approach is the usage of
benchmarks, which can, e.g., be based on the sampling of pseudo-
random quantum circuits [6] or error correction codes [36]. Further,
provenance information about past executions of quantum circuits
with similar characteristics on different quantum computers can be
utilized to improve the quantum hardware selection process.

3.6 Readout-Error Mitigation Preparation
Due to the noisy devices during the NISQ era, results of quantum
computations are always disturbed by some errors [59]. One reason
for errors are gates that can not be executed exactly, which can be
solved by error-correction codes if enough qubits are available [36,
38, 60]. However, also the measurements are noisy and can add
errors to the results, which are referred to as readout-errors [47].
Thus, it is important to apply readout-error mitigation to the results
to reduce the influence of these errors (see subsection 3.9) [47,
71]. Such readout-error mitigation approaches are based on so-
called unfolding techniques and depend on the error model of the
used quantum computer [11, 42, 47]. However, the error model
may change over time, e.g., due to a re-calibration of the quantum
computer [75]. Hence, the current error model has to be analyzed
periodically and stored as provenance data during this phase.

3.7 Compilation & Hardware-Dependent
Optimization

After the selection of suitable quantum hardware, the quantum
circuits have to be compiled to the machine instructions that are
required for the execution by the selected quantum computer [9,
74]. If the quantum circuits are implemented using a hardware-
independent high-level quantum programming language (see sub-
section 3.2), the compilation process is usually performed in two
separate steps [30, 44, 74]. First, (i) the quantum circuits are com-
piled to a quantum intermediate representation. This intermediate
representation can be, e.g., the quantum programming language of
an SDK, such as OpenQASM for Qiskit [29] or Quil for Forest [61],
that supports the execution on the selected quantum computer.
Then, (ii) the intermediate representation has to be compiled to the
machine instructions utilized by the selected quantum computer in
the second compilation step [9]. For this compilation, the hardware-
dependent compilers provided by the quantum hardware vendors,
such as IBM or Rigetti, can be used. Thereby, a hardware-dependent
optimization is performed during the compilation [28, 69]. This
means, the specific characteristics of the selected quantum com-
puter, such as the decoherence times of different qubits or the
qubit connectivity, are taken into account. For example, qubits on
which many two-qubit gates are executed in the quantum circuit
are mapped to physical qubits of the quantum computer that are
directly connected if possible to avoid additional SWAP gates. As
described in subsection 2.4, the collection of the qubit and gate map-
pings performed by the hardware-dependent compilers as prove-
nance data is important as they can have a significant impact on
the quantum circuit execution and the returned results [9, 28, 30].

3.8 Integration
In this phase, the compiled quantum circuits and classical software
artifacts have to be deployed and integrated to execute the quantum
software application in the next phase. Thereby, for the classical
software artifacts, suited deployment models should be created to au-
tomate their deployment [34, 79]. Such deployment models describe
all required components and information for the deployment of an
application in a reusable and maintainable manner [78]. Applica-
tions defined by deployment models can be automatically deployed
by a deployment system, such as Terraform [26] or Kubernetes [14].
Alternatively, the deployment of the classical software artifacts
can be done manually. However, this process is time-consuming,
error-prone, and requires immense technical knowledge [10]. For
the quantum circuits, the utilized SDKs of the quantum hardware
providers, such as Qiskit [29] or Forest [61], usually handle the
deployment to the supported quantum hardware [39, 70]. However,
the quantum computers that are currently available over the cloud,
for example, from IBM, are mostly job-based. Therefore, the deploy-
ment of quantum circuits equals their execution at the moment,
and hence, is done in the next phase of the quantum software life-
cycle. However, some providers enable reserving time slices for the
execution on their quantum computers, and therefore, this reser-
vation can be done during the integration phase [39]. Finally, the
classical software artifacts have to be configured to enable the invo-
cation of the quantum parts, for example, by updating the endpoint
information with the details about the selected quantum computer.
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3.9 Execution
In the execution phase, the quantum software application is con-
ducted on the heterogeneous quantum and classical hardware. First,
pre-processing is performed if required, and then, the quantum
circuit is executed. After the classical post-processing, the results
are sent back to the user. Additional to algorithm-specific post-
processing, readout-error mitigation should be performed to reduce
the noise in the results [11, 42, 71]. For this, the hardware-dependent
error model that is analyzed and stored in the readout-error mitiga-
tion preparation phase can be used (see subsection 3.6). For example,
some approaches store the error model in the form of a correction
matrix and apply this matrix to the results [47]. However, the er-
ror model can not be determined exactly and different unfolding
techniques can lead to different qualities of mitigation for vari-
ous quantum circuits and quantum computers [11]. In the case
of a variational algorithm, multiple iterations between classical
and quantum processing may occur [48]. Thereby, these algorithms
enable to improve the result by computing new input data or chang-
ing the parametrization of some parameterized gates in each itera-
tion [17]. Hence, it is not always required to enter a new quantum
software lifecycle iteration to improve the result. During the execu-
tion, provenance data about the used hardware, their current state,
and possible intermediate results should be collected to enable the
later successful analysis of the execution and the final results.

3.10 Result Analysis
In the last phase of the quantum software lifecycle, the results of
the execution phase are analyzed. If the results can be automatically
validated, e.g., for the factorization of numbers by multiplying the
factors and verifying the equality to the input number, the next
iteration of the quantum software lifecycle can be entered if the
results are faulty. For other problems, the assessment has to be done
by the user to decide whether an additional iteration is required to
improve the results of the quantum software application or not.

4 DISCUSSION
In this section, we summarize the assumptions on which the quan-
tum software lifecycle is based and discuss the potential limitations
of our work. The quantum software lifecycle is intended as a base-
line for discussions and future research about the development and
execution of gate-based quantum software applications during the
NISQ era. Therefore, some of the lifecycle phases have to be adapted,
for example, to represent the particularities of the adiabatic [2] or
measurement-based [31] quantum computing model. Furthermore,
some of the presented phases are only required due to the limited
capabilities of NISQ machines [59]. For example, the readout-error
mitigation preparation phase, and the corresponding mitigation
step in the execution phase, are only needed as long as the influence
of readout-errors is significant. In the same way, the development
of an efficient quantum random access memory (QRAM) [22] can
change the data preparation step in the quantum circuit enrich-
ment phase. However, there is no efficient implementation of QRAM
available today [42]. Therefore, the quantum software lifecycle is
no fixed construct and may be refined with new advancements in
quantum computing research, especially when fully-fault tolerant
quantum computers are available after the NISQ era [59].

5 RELATEDWORK
Zhao [80] presents a comprehensive survey of the research area of
quantum software engineering. Thereby, he summarizes, e.g., avail-
able quantum programming languages, software tools, or methods
to test and maintain quantum software applications. Furthermore,
he also proposes a lifecycle consisting of five phases: (i) quan-
tum software requirements analysis, (ii) quantum software design,
(iii) quantum software implementation, (iv) quantum software test-
ing, and (v) quantum software maintenance. However, the proposed
lifecycle is very abstract and does not incorporate important phases
for quantum software applications during the NISQ era, e.g., the
data preparation, the oracle expansion, or the mitigation of readout-
errors. Thus, our introduced quantum software lifecycle is a refine-
ment of this lifecycle for applications during the NISQ era.

In different research areas of computer science, lifecycles are
described to document the diverse phases a software artifact goes
through [12, 37, 45, 53]. Kohlborn et al. [37] propose a business and
software service lifecycle, which covers the various phases of web
service development and execution from the requirement analy-
sis, over the implementation and operation, to the retirement of
the web service. Leymann et al. [45] and Canós et al. [12] intro-
duce workflow lifecycles, in which they define different phases a
workflow must pass through during development and runtime, as
well as their order and important input and output data. Further-
more, they integrate an exec log to their lifecycle, which collects
information during the various phases and which can be used for
later analysis of executions [1]. This log is often also referred to
as an audit log or audit trail [45, 77] and can be compared to the
provenance component used in different phases of the quantum
software lifecycle. Munassar and Govardhan [53] compare various
well-known software development lifecycles, such as the waterfall
model, the V-model, or the spiral model. Gabor et al. [20] introduce
an engineering process for machine learning, the so-calledmachine
learning pipeline, which summarizes the necessary tasks to suc-
cessfully apply machine learning in the lifecycle of self-adaptive
systems. Furthermore, they show the applicability of quantum ar-
tificial intelligence (QAI) by describing the tasks of the machine
learning pipeline that can be executed on a quantum computer [21].

In addition to software lifecycles, there are also data lifecycles
proposed in the literature. Such lifecycles describe the relevant
data processing steps from the data gathering, over its storage and
analysis, to the release of the collected data [7, 40].

Some existing research works present relevant phases that have
to be taken into account when developing and executing quantum
software applications without describing an entire lifecycle. Addi-
tionally, software tooling support for different phases is developed
in various works. In the following, we present research works cov-
ering one or multiple phases of the quantum software lifecycle, that
were not already discussed in the previous sections.

Svore et al. [74] and Häner et al. [24] propose a software design
flow for the compilation and optimization of quantum software
applications. Thereby, they introduce a two-level compilation pro-
cess, that first compiles the quantum algorithm definition from
a high-level quantum programming language to an intermediate
representation and in the second step to the quantum hardware
instructions for a certain quantum computer. During that process,
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they first optimize the quantum algorithm hardware-independent
and afterward hardware-dependent while compiling to the machine
instructions as presented in the quantum software lifecycle.

Sim et al. [66] introduce algo2qpu, a framework to deploy hybrid
algorithms to cloud-based quantum computers or simulators. They
propose a workflow with steps that should be performed during the
development and execution of quantum software applications, such
as quantum algorithm selection, quantum circuit implementation,
compilation, and execution. However, they do, e.g., not consider the
splitting into quantum and classical parts using a recommendation
system or the hardware selection based on the implemented quan-
tum circuit and the properties of the available quantum computers.

Scherer et al. [63] propose an approach to analyze quantum
circuits and estimate their resource requirements by using a combi-
nation of manual analysis and automated estimates based on the
Quipper quantum programming language. Therefore, this approach
can be utilized in the quantum hardware selection phase.

6 CONCLUSION
Quantum computing is a promising research area that can enable
breakthroughs in different fields in the future. While there is lots of
ongoing research and effort to develop required tooling support or
new quantum algorithms, a holistic overview of the relevant phases,
a typical quantum software application goes through, is missing.
However, due to the interdisciplinary nature of quantum comput-
ing, a common understanding of the relevant phases is required as
a basis for discussions and future research. Additionally, this can
serve as a starting point to deepen the understanding of methods
and related tools that are used in the various phases. In this paper,
we presented the quantum software lifecycle, which consists of ten
identified phases that may occur during the development of quan-
tum software applications, their execution, and possible adaptations
based on the results of previous executions. Thereby, the goals of
the phases, available methods and tools for their accomplishment,
and possible input and output data are outlined. Furthermore, we
motivated the need for a comprehensive provenance approach that
covers the gathering of all relevant data and analyzed in which
phases provenance data can be collected or utilized.

In future work, we plan to develop new methods and tooling
support for the various phases of the quantum software lifecycle.
Thereby, we want to focus specifically on the deployment of hybrid
algorithms, the question of how to provide them as a service, and the
selection of suitable quantum hardware. Additionally, a provenance
system that collects all relevant data about quantum computations
and provides it for the different phases will be developed. Finally,
we plan to extend our pattern language on quantum computing [41]
with further patterns, which can, e.g., be used to decide what parts
of a problem to run on quantum or classical hardware.
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